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Abstract Controlling smoke simulations is a noto-

riously challenging and tedious task, usually requir-

ing many trial-and-error iterations that prevent us-

ing expensive computations at high resolutions. Un-

fortunately, näıvely going from a more efficient low-

resolution simulation to a high-quality high-resolution

simulation usually results in a different behavior of

smoke animation. Moreover, the longer the animation,

the more different the result. We propose a tracking

procedure where we optimally modify the velocity field

of the simulation in order to make the smoke density

distribution closely follow the low-resolution density in

both space and time. We demonstrate the benefits of

our approach by accurately tracking various 2D and 3D

simulations. The resulting animations are predictable,

preserving the coarse density distribution of the low-
resolution guides, while being enhanced with plausible

high-frequency details.

Keywords Physics-based animation · Smoke simula-

tion · Fluid control

1 Introduction

Animating natural phenomena is a difficult task with

traditional 3D graphics tools. Simulation thus comes as

an effective solution to handle complex intricate move-

ments, key to realism. However, it is quite challenging to
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Université de Poitiers

manipulate initial conditions, physical properties, and

propagation in order to achieve a particular animation.

Controlling animations of smoke is a typical exam-

ple that falls in this category. To achieve a specific tar-

geted smoke simulation, an animator has to face the

complexity of fluid dynamics and the lack of intuitive

specialized 3D tools for manipulating density fields, not

to mention the many art-directed iterations usually re-

quired. When performed at high resolutions, this pro-

cess becomes a very complex and tedious task, aggra-

vated by long simulation times. One potential solution

is to perform simulation or art-direction at a lower res-

olution, before computing the final simulation at high

resolution. However, changing the resolution of a sim-

ulation domain can affect even the coarse look of a

physically based animation, leading to surprising and

undesirable behaviors in the final animation.

This paper introduces a method that enables artists

to use a low-resolution dense sequence of density dis-

tributions to guide an Eulerian smoke simulation at

a higher resolution. In our method, the velocity field

of the high-resolution simulation is optimally modi-

fied in order to increase the density matching with

the low-resolution simulation. The corresponding high-

resolution animation closely follows its low-resolution

guide, while being enriched with simulated small-scale

details, leading to more predictable and plausible re-

sults. For additional flexibility, an artist can also reduce

tracking fidelity, giving more freedom to the simulation.

As principal contribution, this paper introduces a

new way of tracking a high-resolution smoke using a

low-resolution simulation, built on optimization-based

density matching. Where previous methods failed to re-

produce a density distribution similar to a guide, our

method correctly animates the smoke in order to match
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the coarse density distribution of the guide, while giving

birth to high-frequency simulated details.

We have evaluated our method on several scenar-

ios, different in terms of domain size, animation dura-

tion, tracking parameters, and obstacles. We have also

applied it to enrich data of real-world dynamic smoke

with physically simulated details. Our method proved

to faithfully and automatically reproduce guide sim-

ulations of smoke density distributions. We have also

generated simulations from less realistic animations. As

such, our method introduces a basis for tools for artists

to generate plausible controlled smoke animations.

2 Previous Work

Fluid animation is a very wide domain of research. We

concentrate our discussion on fluid control, which itself

has been an active field in computer graphics for many

years. The pioneering work of Foster and Metaxas [5]

provides fluid control by modifying physical parame-

ters, such as pressure or surface tension, in order to edit

fluid behavior. By providing an indirect control over a

simulation, their method is not suited when the ob-

jective is to accurately make the controlled simulation

match a target in both space and time.

Optimal smoke control.

Several methods tackle fluid control by solving a

space-time optimization problem over the space of pos-

sible control forces constrained by the Navier-Stokes

equations. The work of Treuille et al. [26], and later,

the computationally improved version from McNamara

et al. [12], solve such an optimization problem to

find forces used to make the simulation match a very

small set of a few sketched keyframes. A gradient-

based optimizer is used to solve this problem. Pan

and Manocha [18] split this optimization into two sub-

problems, and apply the alternating direction method

of multipliers (ADMM). In those methods, each op-

timization step requires a full re-simulation. Unfortu-

nately, solving for all frames simultaneously (in paral-

lel) does not scale well with the number of frames in

an animation. In contrast, our method performs a re-

simulation at higher resolution, i.e., a sequential process

that scales better with the number of frames. Moreover,

and to the best of our knowledge, this type of approach

has not been applied to fluid upresolution yet.

Inglis et al. [8] solve smoke guiding by minimiz-

ing an objective function using a first-order Primal-

Dual method, prescribing that the guided velocity field

should be as close as possible to a target velocity field,

both blurred. Their method generates turbulence effects

when using large blur radii, but does not accurately fol-

low the simulation target. When used to guide a smoke

simulation with a target velocity field extracted from a

lower-resolution simulation, this method does not main-

tain a similar density distribution.

Low- to high-resolution physical simulation.

Among the methods proposed to control physical

simulations, several tackle the problem of generating a

high-resolution simulation to make it similar to a lower-

resolution simulation taken as an input. Bergou et al. [2]

introduce TRACKS, a method for deformable surface

animations where low- and high-resolution discretiza-

tions of a same surface are decomposed into patches

with a pairing between low- and high-resolution com-

ponents. The method constrains each high-resolution

patch to make it follow closely the behavior of its

low-resolution counterpart, while being enhanced with

physically simulated details. An extension is proposed

by Milliez et al. [14] for art-directable hair simulation,

but nothing similar for smoke.

Several methods have been proposed to perform liq-

uid upresolution. Mercier et al. [13] increase the ap-

parent resolution of a particle-based liquid simulation,

adding high-frequency turbulent surface details. Nielsen

and Bridson [15] constrain a high-resolution liquid sim-

ulation to remain close to a potentially coarser guide

simulation by restricting the solve to a thin outer shell

of liquid around this guide shape. Thürey et al. [25] in-

troduce a method for guiding Smoothed Particle Hydro-

dynamics (SPH) and Lattice Boltzmann (LBM) sim-

ulations of liquids by replacing the large-scale mo-

tions from the simulated velocity with a target veloc-

ity. When applied to an Eulerian-based smoke simula-

tion, the guided simulations exhibit undesirable arti-

facts over time, as pointed out by previous work [8].

Zhang et al. [30] introduce a method to control a

position-based liquid in order to match a target defined

by a geometrical mesh. Control forces based on springs

are used to match a rapidly changing target.

In order to simulate smoke driven by a low-

resolution simulation, Nielsen et al. [17,16] solve a min-

imization problem prescribing that the low-frequency

component of the simulated velocity field should be as

close as possible to the upsampled guide velocity field.

In practice, density variations between the simulation

and the guide can be observed after a few advection

steps and accumulate over time. This is mainly due

to the fact that the amount of density diffusion and

density dissipation depends on the resolution, as men-

tioned by the authors themselves. As this is the closest

work related to our goals, we will compare their work to

our method in Section 4. Gregson et al. [6] introduce a

method for tracking a smoke simulation from real-world

tomography data. Their approach, which does not fo-

cus on density matching, struggles to maintain a simi-
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lar density distribution over time, similarly to Nielsen

et al. [17,16]. In a different approach, after interpolat-

ing low-resolution data into a fine grid, Liu et al. [11]

enhance the appearance of small-scale details through

frequency-domain analysis using lifting wavelet decom-

position. It is not clear how these details can be con-

trolled to lead to natural behaviors of smoke.

High-resolution uid synthesis.

A few methods have been proposed to synthesize a

high-resolution version of fluid simulations using pre-

computed data. Sato et al. [20] introduce an efficient

data-driven method for synthesizing high-resolution 3D

fire from low-resolution fluid simulation data. Xiao et

al. [27] present a learning-based flow-correction method

for fast previewing based on low-resolution smoke data.

Chu and Thürey [3] use deep learning to synthesize

high-resolution flow simulations from low-resolution

space-time flow data. Good results are achieved with

their method. However, large amounts of data and long

computation times are required for training. Moreover,

the quality of the results depends highly on the dataset

used for training. As a consequence, the system thus

has to be re-trained in case of a modification of simula-

tion parameters. Furthermore, divergence-free motions

cannot be guaranteed. Deep learning has been used for

super-resolution smoke with temporal coherence [28].

Methods have also been proposed to perform turbu-

lence [19] or style [9] transfer to a smoke simulation.

Procedural techniques.

Kim et al. [10] use a procedural turbulence function

to generate a high-resolution density field from a low-

resolution velocity field taken as input. In addition to be

divergence-free, the procedural perturbations generated

on top of the interpolated velocity field are located in a

spectral band guaranteeing the preservation of existing

structures. Although their method is simple and ele-

gant, visual results are not always plausible because of

the procedural nature of the details added to the smoke

simulation. This method has been applied as a “beau-

tification pass” in several papers [6]. Due to its visual

quality and popularity, we also compare our method to

the one from Kim et al. [10] in Section 4.

Proportional-derivative controllers.

Several methods propose to locally generate empir-

ical forces to reduce an error metric computed at each

frame. Shi et al. [21] present a technique to control the

density and dynamics of a smoke simulated with an

empirical compressible fluid model, so that the syn-

thetic appearance of the smoke resembles a static or

a moving object. Taking a low-resolution smoke simu-

lation as an input, Huang et al. [7] sample the simu-

lation domain using match points, before using a cor-

rection force to reduce an error estimated at this posi-

tion. Similarly, Yuan et al. [29] use a guiding force pro-

portional to the velocity error between the upsampled

low-resolution and high-resolution velocity fields. These

methods are usually computationally inexpensive. Un-

fortunately, the amount of control generated is not op-

timal and can lead to oscillatory behaviors around the

target. Moreover, to produce good results, the empiri-

cal forces used depend on user parameters that have to

be modified according to the fluid properties and scene

configuration.

To conclude this review of previous work, several

methods [17,16,8] modify the velocity field of a smoke

simulation to make it similar to a target velocity field.

These methods usually lead to an inaccurate density

distribution compared to the guide simulation. The

density distribution being what we do visualize when

rendering smoke, we believe that faithfully reproduc-

ing it is crucial when tracking a smoke simulation. In

contrast to these methods, our method uses a density

matching objective close to the one used in keyfram-

ing techniques [26,12,18]. Our method is robust and

ensures a good density matching over time between

the simulation and the lower-resolution guide, while al-

lowing the simulation to generate small-scale simulated

turbulence.

3 Our Method

3.1 Overview

Our goal is to use a lower-resolution simulation

(called guide simulation) to guide a smoke simula-

tion (called tracked simulation), respecting the same

global movements and visual appearance while gener-

ating physically-plausible smaller-scale details. Unfor-

tunately, a direct re-simulation performed at a higher

resolution with the same set of parameters but with-

out any control (called free simulation) can lead to

unpredictable behaviors, as shown in several examples

throughout Section 4. Our proposed method is designed

to allow artists to ultimately more easily edit a coarse

simulation in order to shorten the art-direction process,

confident that a higher-resolution simulation adapted

to the artistic vision could be generated.

In designing our controller used to perform smoke

tracking, we are guided by three main considerations:

1. Once advected through the controlled velocity field,

we want the tracked simulation to be as close as

possible to the guide simulation in terms of density

distribution.

2. The overall control applied to the tracked simulation

should be minimized in order to penalize solutions

leading to an over-controlled simulation.
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3. The velocity field modification applied to the

tracked simulation must be divergence-free in order

for the simulation to conserve mass over time.

These requirements give rise to several challenges,

addressed by casting the problem as an optimization

u� = arg min
u;r�u=0

�(u); (1)

solving for an optimal divergence-free velocity modi-

fication u� with an appropriately chosen objective �.

The specifics of the objective matter much, and we dis-

cuss them in the following sections. Using a continuous

optimization solver, we require a spatially-continuous

and differentiable advection scheme in order to compute

optimal velocity perturbations (Section 3.5.) Further-

more, to achieve reliable density tracking without over-

constraining the high-resolution simulation, we must

distinguish between fine- and coarse-scale components

of the density field in a computationally efficient way

(Section 3.3).

Throughout the paper, we refer to the density dis-

tribution � of simulation type k at time t as �t
k, with

k ∈ {G;T}. Here, G and T refer respectively to the

guide and the tracked simulation. Note that �t
k is a

fairly large vector that contains all densities of the grid

stacked on top of each other. Similarly, we refer to the

velocity field v of simulation type k at time t as vt
k.

We refer to the blur operator as B, to the projection

operator as P, and to the advection of field A through

vector field v as adv(A;v).

3.2 Smoke Simulation

Our smoke tracking framework is based on Stable Flu-

ids [22]. In a standard Eulerian smoke simulation, the

density and velocity states are iteratively updated us-

ing a splitting scheme on the Navier-Stokes equations.

We propose to augment the standard simulation loop

by inserting an extra tracking step, after the projection

step and before the advection step. For each simula-

tion time step, our tracking step adds a velocity field

modification u� to the projected velocity field of the

tracked simulation, such that its density field becomes

as close as possible to the corresponding low-resolution

field after advection. The resulting velocity field must

be divergence-free, and so, we constrain the solution of

the optimization to be divergence-free. Figure 1 gives a

schematic overview of the augmented standard smoke

simulation loop for our method.

3.3 Density Tracking and Blur

For each simulation step t, the introduced tracking step

solves for the velocity field modification u�, minimiz-

ing the difference between the advected tracked den-

sity �t+1
T = adv(�t

T ;v
t
T + u�) and the next guide den-

sity �t+1
G . Unfortunately, simply minimizing density dif-

ferences leads to several issues. Since the guide density

field has a lower resolution than the tracked simula-

tion, it obviously lacks information to fully determine

the desired high-resolution density distribution. Using

a frequency argument, we can estimate that the guide

tells us what the low-frequency component of the final

density distribution should be. To only track the low-

frequency component, we apply a low-pass filter B on

the density distributions before measuring the differ-

ence between the guide and tracked distributions as

�err = B adv(�t
T ;v

t
T + u)−B �t+1

G ; (2)

where �t+1
G is upsampled to the resolution of the

tracked simulation using nearest-neighbor interpola-

tion. In practice, B is a separable normalized Gaussian

kernel. We estimate the correct size of this kernel to be

1:5× the size of the low-resolution grid cell. An illus-

tration of the visual impact of the blur over the tracked

simulation is found in Figure 2.

3.4 Objective Function and Derivative

In this section, we define the objective function to min-

imize as part of our smoke tracking problem, as well as

its analytical derivative.

Our objective function is a weighted sum of a den-

sity tracking term �m, a regularization term �r, and a

perturbation smoothness term �g, leading to an objec-

tive of the form:

� = km�m + kr�r + kg�g: (3)

As stated in Section 3.3, we minimize the blurred dif-

ference between the tracked and guide density distribu-

tions. We minimize the norm of this mismatch, giving

the corresponding density matching objective

�m =
1

2
‖�err‖

2
=

1

2

∥∥B adv(�t
T ;v

t
T + u)−B �t+1

G

∥∥2

(4)

and the gradient

@�m

@u

T

=
@adv(�t

T ;v
t
T + u)

@u

T

BT �err: (5)

Since the use of a non-zero u makes the simulation de-

viate from a free, realistic smoke simulation, we want
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Emit smoke Add forces Project Track Advect

Upsample

Tracked simulationGuide simulation
Next frame

Fig. 1 Schematic overview of our tracking method. In blue are our added steps over a standard Eulerian smoke simulation.

Fig. 2 Visual impact of the blur radius. Left: guide. Right:
tracked with blur radius r 2 f0; 2; 4; 6; 8; 12g, in the usual
order. Note that r is given in terms of high-resolution grid
cell size, with an upresolution factor of 4.

to foster solutions leading to a minimal modification of

the velocity field. We thus add a regularization term to

our objective, corresponding to the L2 norm of u:

�r =
1

2
‖u‖2

with
@�r

@u

T

= u: (6)

Minimizing a linear combination of these two terms may

lead to a highly spatially-varying solution. In order to

increase the spatial smoothness of the vector field used

to control the tracked simulation, we add a smoothness

term to our objective, corresponding to the L2 norm

of the gradient of the velocity field modification, and

given by

�g =
1

2
‖∇u‖2

with
@�g

@u

T

= ∇T (∇u): (7)

A gradient-based optimization method is used to

perform the solve. The gradient of the objective func-

tion can be trivially expressed in terms of the deriva-

tives given by Equations (5), (6), and (7):

@�

@u
= km

@�m

@u
+ kr

@�r

@u
+ kg

@�g

@u
: (8)

An illustration of the visual impact of the objective

weights can be found in Figure 3.

Fig. 3 Visual impact of the regularization weight kr and the
space-variation weight kg. Left: guide. Right: tracked with
kr 2 f0:0; 0:001; 0:03g horizontally, and kg 2 f0:01; 0:1; 0:5g
vertically, in the usual order. Since the optimization is a pro-
portion of three weights, we fixed arbitrarily one factor, here
km = 1:0, in all our examples.
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3.5 Advection Scheme Differentiability

To solve the optimization problem using a gradient-

based method, we must compute the derivative of the

advection operator adv(A;v) with respect to the vector

field v, which implies that this operator has to be C1-

continuous in v.

Although our method could be used with several

types of advection schemes, we use a first-order semi-

Lagrangian advection scheme. This choice is motivated

by the simplicity to differentiate the first-order semi-

Lagrangian advection scheme, its stability, and its low

diffusivity compared to a purely Eulerian scheme. Lin-

ear interpolation has been used frequently when per-

forming spatial density interpolation occurring in the

semi-Lagrangian advection scheme. Unfortunately, the

use of a linear interpolation does not lead to a dif-

ferentiable advection operator. In order to enforce C1-

continuity of the advection operator, we use cubic Her-

mite splines to perform density interpolation. Tangents

are enforced in each spatial dimension on both sides of a

cell for the advected density field to be C1-continuous.

For each cell of the grid, an analytical expression of

the density value obtained after advection can be ex-

pressed in terms of the position of the grid cell center

(i; j), the velocity components u[i; j], u[i+ 1; j], v[i; j],

v[i; j + 1], the simulation time step dt, and the den-

sity values stored in the 4 × 4 = 16 cells surrounding

the position of the traced-back position of the center

of (i; j) using cubic Hermite splines. We then take the

derivative of this expression with respect to each ve-

locity component, in order to apply the Jacobian ma-

trix of the advection operator. Although we explained

above for the 2D case for the sake of clarity, we can

trivially extend this method in 3D, considering a third

component for both positions and vectors, and using

the 4× 4× 4 = 64 cells surrounding the position of the

traced-back position. Note that we discretize the dif-

ferent equations using a standard staggered MAC grid,

storing velocities on cell faces, and both density and

pressure in cell centers.

3.6 Divergence-free Constraint Enforcement

To satisfy the divergence-free constraint, we solve for

a general velocity field ũ that has non-zero divergence,

but we remove the divergence before adding the velocity

perturbation to the simulation, leading to the equiva-

lent optimization problem

ũ� = arg min
~u

�(Pũ); u� = Pũ�: (9)
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Fig. 4 Convergence of the optimization for one tracking
step. We compare two different parameterizations of the
divergence-free velocity field on the 100th time frame of the
2D example in Figure 7, starting with the same velocity and
density fields.

The gradient is then given by

@�

@ũ
= PT @�

@u
: (10)

An alternative would be to use a stream function [1]

by defining u = ∇× 	 , with ∇× being the curl opera-

tor; this velocity field is always divergence-free and thus

does not require pressure projection. However, we found

that this was not more efficient, as can be observed in

Figure 4. Even though every iteration is cheaper, since

no projection is necessary, many more iterations are re-

quired. We suspect that this is because changing exactly

one velocity value ui requires global changes in 	 , as ui

is defined by the curl of 	 , and thus discretized by dif-

ferences of values of 	 at different locations. Therefore

the variables in the stream function parameterization

are highly coupled, making it hard to optimize the ob-

jective.

3.7 Implementation

We solve the non-linear optimization problem using L-

BFGS. It increases memory consumption, but has faster

convergence than a pure gradient-based method, and

does not require the computation of the Hessian ma-

trix, unlike Newton’s method. L-BFGS stores a set of

vectors to approximate the Hessian matrix, making it

well suited for high-dimensional problems such as our

case. We have not experienced unstable behaviors. Our

method has been implemented as a Mantaflow [24] plu-

gin. We use OpenMP for parallelization.

4 Results

We applied our smoke tracking method on several sce-

narios. All the simulations were run on a desktop PC

with an i9-9900K 8-core CPU at 3.60 GHz with 128 GB

of memory. In these examples, identical time steps were

used on the low- and high-resolution simulations. We
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used km = 1:0, kr = 0:001, kg = 0:1, and a blur radius

equivalent to 1:5× the size of the low-resolution grid

cell. The set of weights has been found experimentally,

corresponding to a good trade-off between the natural

look of the high-resolution simulation and good density

tracking with the guide. Those weights have been used

to generate all the examples presented in this paper. All

images in the paper are part of animations accessible

in supplementary material.

4.1 Scenarios

2D Smoke Plume

As a first scenario, a plume in 2D, emitted from the

bottom of the scene, spreads freely in the simulation

domain. After computing a low-resolution guide sim-

ulation, we generated different simulations using our

method with increasing upresolution factors, ranging

from 2× to 16×. Figure 5 shows an image from each of

these simulations, taken at an identical time. The high-

resolution simulations generated using our method fol-

low closely the guide regardless of the upresolution fac-

tor, while being enhanced with adapted high-frequency

simulated details.

Fig. 5 2D rising plume. Left to right: guide (32�48), tracked
2�, 4�, 8�, and 16�. The larger the upresolution factor, the
finer the added simulated details.

The blocky aspect of the density distribution of the

guide is indicative of its coarse resolution. Recall that

the low-resolution density is upsampled to the resolu-

tion of the tracked simulation when evaluating the den-

sity error.

It is important to note that we include 2D scenar-

ios mainly to simplify the observation in a 2D image,

and to better point out differences. 3D scenarios suf-

fer from mixing smoke at different depths in a pixel,

affected by absorption or occlusion. However, a 3D an-

imation of smoke looks much more natural than its 2D

counterpart, as can be appreciated in our images and

animations.

3D Smoke Plume

Our method is trivially extended to 3D. In the next

scenario, a smoke emitter placed in a pipe generates

a rising plume in a 3D box domain. Buoyancy forces

are applied. We performed three simulations. At first,

a low-resolution (32 × 48 × 32) simulation, then two

high-resolution (128 × 196 × 128) simulations: a free

simulation and a simulation tracked with our method

using the low-resolution simulation as a guide.

Figure 6 depicts an image from each of these simula-

tions at an identical time. Even in this simple scenario,

we can notice the different coarse appearances between

the guide and free simulations. Indeed, the plume from

the free simulation tends to rise faster, while the one

from the guide appears slightly thicker. In contrast, the

plume generated with our method in the tracked sim-

ulation exhibits the same coarse appearance than the

one from the guide simulation, while being enhanced

with high-frequency turbulent details.

Fig. 6 3D rising plume. Left to right: guide, tracked, free.

Comparison with Previous Work

We compared our method with two previously dis-

cussed methods. First, we consider the tracking method

of Nielsen et al. [17], which shares our general goals

of control. As stated earlier, their method introduces

a custom projection step, prescribing that a smoothed

version of the simulated velocity field should be as close

as possible to the input guide velocity field.

In a simple 2D smoke plume scenario, we observe

that while both our method and the one from Nielsen et

al. [17] correctly track the coarse behavior of the smoke,

the simulation tracked using our method turns out to

be much closer to the guide in terms of density distri-

bution. Since the density distribution is the visible part

of a smoke simulation, we found this error metric to be

of interest. We support this observation by computing

the RMS error between the guide and tracked blurred

density fields. The blur operator is the same than the

one used in our objective function, as it provides a rea-

sonable approximation of a correct low-pass filter. Fig-

ure 7 shows an image from each of these simulations at

an identical time frame, as well as the corresponding
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Fig. 7 2D comparison with Neilsen et al. [17]. Left: guide.
Top center: tracked using our method. Bottom center: tracked
using Nielsen et al. [17]. Right: RMS error for both methods.

0 50 100 150 200 250 300

Frame

0

0.05

0.1

0.15

0.2

Fig. 8 RMS error per frame of the 2D simulations depicted
in Figure 7. Blue: our method. Green: Nielsen et al. [17].

RMS error distribution. We also summed these errors

and divided by the number of occupied pixels, before

plotting them in the graph of Figure 8. It shows that

the density distribution RMS error is roughly half for

our method.

We performed a 3D comparison of our method with

both Nielsen et al. [17] and Kim et al. [10] by track-

ing a 3D rising plume. We observe in Figure 9 that the

density distribution of the tracked simulation generated

using our method is visually closer to the guide. Again,

note that 3D smoke density distribution appears more

natural than their 2D counterparts. Faithfully repre-

senting density distribution of the guide density distri-

bution is crucial in order to get a predictable simulation

after the tracking step. In the scene displayed in Fig-

ure 10, we cast shadows from spotlights, of the previous

smoke simulations. Compared to the simulation gener-

ated using Nielsen et al. [17], the emphasized shadows

using our method are closer to the shadows generated

by the guide. Working with density distributions from

guide simulations could allow an artist to perform art-

direction over a low-resolution density simulation in or-

der to obtain targeted shadowing effects, being confi-

dent that the coarse aspect of the shadows generated

by the tracked simulation would be similar.

Compared to the method of Nielsen et al. [17],

we explain differences in terms of high-resolution den-

sity distribution as follows. In the spatial interpola-

tion step of a semi-Lagrangian advection, we are tak-

ing a weighted average of values from the previous

time step. Averaging tends to smooth out sharp fea-

tures, diffusing or dissipating them. The accuracy of

the semi-Lagrangian advection depends on the resolu-

tion of the grid used to perform spatial interpolation.

Indeed, the higher the resolution of the grid, the lower

the diffusion. As a limitation to their method, Nielsen

et al.. [17] themselves stated that: “the amount of

density-diffusion and -dissipation is significantly higher

in low resolution. For this reason, features in the high-

resolution guided simulation may deviate in intensity

from the low-resolution simulation”. For obvious rea-

sons, our approach consisting in directly tracking the

potentially highly-diffused low-resolution density field

will result in a high-resolution density field more simi-

lar to the one from the guide.

Fig. 9 Comparison with different methods. From left to
right: guide, ours, Nielsen et al. [17], Kim et al. [10].

Fig. 10 3D comparison under a different lighting. From left
to right: guide, ours, Nielsen et al. [17].




